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This study aims to empirically examine consumer behavior based on customer Commons Attribution.NonCommercial-
transaction history. Analyzing consumer behavior can provide very useful information ShareAlike 4.0 (CC  BY-NC-SA  4.0)
for businesses in making decisions, particularly business decisions toward customers, in International ) License
N . . ’ . i N ’ (https://creativecommons.org/licenses/by-nc-
order to survive in such intense competition.Companies are becoming faster and more sa/4.0/).

precise in reading environmental conditions and predicting what conditions may occur as
a result of machine learning technology.This technology can also assist companies in
making decisions that are more targeted according to actual secondary data provided for
research. One of the machine learning methods, unsupervised learning, can help
explicitly identify hidden structures or patterns in data and determine correlations. This
method uses the Exclusive Clustering method, using two algorithms, namely, K-Means
and K-Medoids, to use the comparison method to get optimal segmentation results. The
results obtained are expected to be a reference for making a change in the company's
marketing policy in order to retain and gain customers who are constantly decreasing.
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1 Introduction

National Telecommunications Company, is a large company engaged in the information and communication
sector that provides complete telecommunication network services. Currently, they are trying to increase customer
satisfaction in the country, especially in the Bekasi city area. One of the service products offered to consumers is
Indihome.

The development of internet services in Indonesia is increasing rapidly, marked by the emergence of many
internet service providers. This has turned National Telecommunications Company into an indirect
competitor.They compete with each other to get consumers to subscribe to their products. Some of these
competitors include MNC Play, Biznet, and ICONNet. These three providers compete seriously with National
Telecommunications Company to get consumer attention through the products they offer. No kidding, the products
offered are also competitive in terms of price and facilities. In terms of price, National Telecommunications
Company currently has a higher rate compared to its competitors. The high price of this service is often not
accompanied by the maximum service and quality of Indihome products, which customers often complain about.
The results of observations show that Indihome customer trend data in Bekasi City from 2016 to 2021 shows an
indication that many customers choose to stop subscribing rather than continue subscribing; this can be seen from
the data on the percentage of customers who are still subscribed and who are not (churn). If this trend of decreasing
numbers of subscribers continues, it will disrupt existing business processes at National Telecommunications
Company. Therefore, a segmentation analysis is needed to obtain information about customers that can support the
company in making fast and accurate business decisions.

There are many techniques that can be used to make business decisions, especially data-driven ones, one of
which is the unsupervised learning technique, namely clustering. Clustering is a data mining processing technique
that is included in the unsupervised learning category, namely machine learning technology or artificial
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intelligence, which is also used for business intelligence. This technology is used because it is faster and better at
grouping data that doesn't have a label and figuring out what's wrong with it.

Clustering is a way of grouping data that must be understood; data mining is part of clustering. That is, it
extracts patterns of interest from a large number of data sets. Clustering is commonly used in business intelligence,
image pattern recognition, web search, life sciences, and security. Clustering groups data into several clusters so
that the data within the clusters is more similar. It is also possible to identify and retrieve information between
different clusters that have minimal similarities. Therefore, the objects in a cluster have the same characteristics and
are different from those in other clusters. As previously mentioned, clustering is a method of grouping data.
Because the similarity that underlies the grouping is not universal, the similarity measure must be explained in
advance by the researcher or analyst. Therefore, clustering is the process of grouping data into several clusters or
groups to maximize data similarity within a cluster and minimize data similarity between different clusters.

There are many studies that use cluster techniques, especially for data segmentation needs. Several studies
related to segmentation use clustering, for example, for grouping customers for better business decisions as well as
product recommendations and seeing customer loyalty [1], [2], [3], [4], [5], market segmentation [6], grouping
documents [7], [8], [9] provinces based on development indicators [10], consumption of cosmetic products [11],
grouping of health profiles [12], detection of vegetable diseases [13], fruit grouping based on digital images [14], as
well as image segmentation in general [15], [16], [17]. Several studies that have been carried out provide
indications that research on customer segmentation for telecommunications companies can be carried out.

This research is an attempt to segment customers based on transaction history using a clustering approach. The
expected results can be used as an alternative for making business decisions, especially at National
Telecommunications Company. As a result, National Telecommunications Company can prepare for inactive and
inactive customers. The main contribution of research is to provide customer segmentation information to
companies as material for future business decisions..

2 Research methods

2.1  Research design and stages

The design of this research will be based on the flow of the research being conducted. The first thing to do after
starting the research is to collect historical data from customers and then do a descriptive analysis on the data to
find out each type of variable and detailed information about the variable, then do handlers for missing data (or
missing values) and outlier data (or outliers for data) to be able to perform cleaning and transformation of the data
so that it can be modeled. After handling missing and outlier data, as well as transforming the data, the next step is
implementing the algorithm model and evaluating each output result and the model's performance. After getting the
evaluation results of each model, do a comparison to determine the best method.

2.2 2.2 Data and Analysis Tools

The dataset is taken from existing data in the company's data storage with 4 variables, and the dataset will
contain information such as customer status (whether they are still subscribed or not), monthly payment history,
total payment, tenor of the subscription period, and the types of services that the customer uses. To perform data
analysis, we used the Python library.

2.3  K-means

K-means is a clustering algorithm that groups data based on the proximity distance between data points. The
data point with the closest distance is grouped, while the data point with the farthest distance is grouped into
another group. The process will be as follows:

1. Determine the number of clusters (k).
2. Initialization of the cluster center point k can be done randomly.
3. Using the Euclidean distance equation, calculate the distance between the two points as follows:

;m

Distance(p,q) = (Z uk|Pk — qklr) 1/r (1)

= /

4. Allocate all data or objects to the nearest cluster.

5. The cluster center is updated with the most recent cluster membership.Use equation (2) to update the cluster
center.
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Repeat steps 3 to 5 so that the cluster center does not change or the cluster members do not change positions.

2.4 Partitioning Around Medoid (PAM)

The PAM algorithm is a classic clustering technique that clusters n object datasets into k clusters known as a

priori (Abhishek & Purnima, 2013). This algorithm operates on the principle of minimizing the number of
similarities between each object and its corresponding reference point. The grouping stage with PAM is as follows:

a0 op
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3

Initialize k cluster centers (number of clusters).

Count each object to the nearest cluster using the Euclidian distance measurement equation.

Calculation of Euclidian Distance using Equation 1.

After calculating the Euclidian distance, initialize a new cluster center randomly on each object as a non
medoid candidate.

Calculate the distance between objects in each cluster that have non-medoids as candidates.

Calculate the total deviation (S) by calculating the new total distance minus the old total distance. If S < 0 then
swap objects with non medoids cluster data to form a new set of k objects as medoids.

Repeat steps ¢ through e until there is no change in the medoid. This will give you the clusters and the
members of each cluster.

Results and Discussion
The initial stage of grouping data is to carry out analysis for each data variable; this is done to determine the

readiness and relationship between variables before being trained with the exclusive clustering model. Figure 1
visualizes the distribution of data for each numeric variable, which explains if the monthly and tenor payment
variables have a normal distribution because the shape is not sideways and tends to be in the middle position, while
for the total payment variable it has a distribution with a negative slope because it is clear that the shape of the
distribution tends to be skewed towards the left.
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Figure 1. Data distribution for each variable
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The next stage is handling missing values. At this stage, the missing values will be identified in each data
variable because missing values can cause errors during the process. If there are missing values, the values will be
imputed according to the missing value handling technique, but at this stage no missing values have been found.

In addition to handling missing data, it also handles outlier data or extreme data that is far from the normal
majority of the variables. This is very important to do because the clustering method is very sensitive to extreme
values. This will cause errors when grouping clusters or reduce accuracy and error in calculating distance between
clusters.At this stage, identification of the extreme values that are far from the normal limits for each variable
(outliers) will be carried out. Identification is done by creating a function that can identify outlier data and the
distribution of the data. The first step in identifying outlier data is to find the 1st and 3rd quartiles of the data. The
results at this stage did not find any data outliers.

After carrying out the data cleaning stages, such as handling missing values and extreme values, data
transformation is also carried out, this stage is the process where the data will be converted into an array matrix.
This process has several terms of use, such as numerical variables that have a normal distribution or skewed
distribution and categorical variables that have nominal or ordinal types and have different handling. At this stage,
it is found that if the numeric variables have a normal distribution, they can use "standardscaler()" to transform the
matrix scale of the SKLEARN module, and categorical variables, which are almost all nominal, can use
"onehotencoder" to transform data containing letters into numeric so that it can be transmitted. The next step is to
define the model for the clustering process.

After defining the model and training the model with data, the next step is to determine the optimal number of
clusters. The determination of the number of clusters is carried out using two methods, namely the elbow method.
The elbow method is a method for determining the number of clusters that are accurate based on the percentage
comparison results between the number of clusters that make an angled line at the cluster point. Figure 2 shows the
results of determining the number of clusters with the elbow method.
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Figure 3. Visualization of K-Means Segmentation Results
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Based on Figure 2, if the results obtained from visualization can be clustered up to three or four clusters, this is
because the fault lines are at points three and four, in accordance with the theory of applying the elbow method. In
this study, 4 clusters were used to cluster data using both k-means and PAM.

After determining the optimal number of clusters, the next step is to implement the optimal number of clusters
with the K-Means model on the data to obtain segmentation results. The results of this segmentation show that the
cluster group that has the highest population is cluster 3, and the cluster with the lowest population is cluster 1. The
highest total income is generated by cluster 3, and the lowest is generated by cluster 1. The highest monthly income
is generated by cluster 3, and the lowest is produced by cluster 1. Customers with the highest subscription times are
customers from cluster 3, and the lowest are owned by cluster 1. Figure 3 is a visualization of cluster results with k-
means.

Figure 4. Visualization of PAM Cluster Results

After implementing one of the clustering exclusive models with the K-Means algorithm, the next step is
implementing the PAM algorithm so that we can compare the right exclusive algorithms. The results of
segmentation with PAM showed that the cluster group that had the highest population was cluster 2, and the cluster
with the lowest population was cluster 0. The highest total income was generated by cluster 2, and the lowest was
generated by cluster 0. The highest monthly income was generated by cluster 2, and the lowest was produced by
cluster 0. Customers from cluster 2 have the longest subscription periods, while those from cluster O have the
shortest. The standard length of a customer subscription is around 24 months, or 2 years of subscription in the last 6
years. Figure 4 is a visualization of the PAM segmentation results.

Silhouette analysis for KMeans clustering on sample data with n_clusters = 3

The silhouette plot for the various clusters. Visualization of the clustered data.
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Figure 5. Evaluation visualization with three clusters
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After getting the next result, it is necessary to conduct a discussion that explains the results of the model
evaluation to determine the appropriate method. Based on the evaluation results, it was found that the model could
segment up to 3 clusters because the results of the silhouette coefficient score for cluster 3 had the highest value
compared to the other clusters with a value of 0.2514768478887445, and from the results of the analysis on the
visualization results, it was found that using 3 clusters, the data could be grouped properly and there are no fatal
errors in the division of cluster areas rather than clusters on cluster 3. This evaluation uses the silhouette coefficient
method. This method functions to measure how far a cluster is separated from other clusters.

The results of the evaluation of the model with the number of clusters show that there are very different cluster
groups. Cluster 2 has a very large majority compared to cluster 1, with a distance value, or "silhouette score," or
closeness between clusters of 0.2499573832965281. While the results of the evaluation of the model with the
number of clusters 3 show that clusters 3 and 2 can be grouped well, these two clusters get a balanced group as the
majority, as well as cluster 1, which has a minority group but can be grouped properly. With a silhouette score or
closeness between clusters of 0.2514768478887445, it is only 0.01 different from the grouping with 3 clusters. The
final cluster evaluation results have a number of clusters of 4. The results show that clusters can be grouped
properly, but clusters 1, 2, and 3 occupy other cluster areas with a silhouette score or closeness between clusters of
0.2014768478887445. Figure 5 is an index silhouette visualization for the evaluation of the second scenario.

Cluster evaluation was also carried out on the PAM algorithm to see how valid the cluster results were. A
comparison of cluster results for k-means and PAM is shown in Table 1. Based on the comparison of the silhouette
coefficient score, the optimal model for segmentation is the K-Means algorithm. This is because K-Means can
group and separate each cluster properly and precisely, where only a few clusters overlap or overlap each other
compared to the PAM algorithm model.

Table 1. Silhouette Coefficient Score Comparison Table

Number of cluster K-Means K-Medoids
2 0.2499573832965281 0.1303734179992566
3 0.2514768478887445 0.1303734179992566
4 0.2042978397035282 0.1303734179992566

4 Conclusion

Based on the research conducted, it can be concluded that the optimal exclusive cluster algorithm in this study
is K-Means with three cluster groups. The results of clustering with k-means show that each cluster group only has
a difference of 1 month in deciding not to subscribe anymore. Cluster groups with low monthly payments subscribe
longer than customers from other cluster groups. The highest total income is obtained from the cluster group with
the lowest payout. The cluster group that decided to unsubscribe is not from the cluster group with the highest
monthly payments.
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